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Abstract The authors prove that the total descendant potential functions of the theory of
Fan-Jarvis-Ruan-Witten for D4 with symmetry group 〈J〉 and for DT

4 with symmetry group
Gmax, respectively, are both tau-functions of the D4 Kac-Wakimoto/Drinfeld-Sokolov hi-
erarchy. This completes the proof, begun in the article by Fan-Jarvis-Ruan (2013), of the
Witten Integrable Hierarchies Conjecture for all simple (ADE) singularities.
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1 Introduction

Twenty years ago, Witten proposed a sweeping generalization of his famous conjecture con-
necting the KdV hierarchy to intersection numbers of the Deligne-Mumford stack of stable
curves. The package includes (i) a first-order nonlinear elliptic PDE (Witten equation) to re-
place the ∂-equation in the Landau-Ginzburg setting; (ii) a conjecture asserting that the total
potential function of an ADE-Landau-Ginzburg orbifold (W, 〈J〉) is a tau-function of the cor-
responding integrable hierarchy (see e.g., [4, 13]). Here, J = (exp(2πiq1), · · · , exp(2πiqN )) is
the so-called exponential grading operator, where qi are the weights of the quasi-homogeneous
polynomial W . Some of the physical background, motivation, and computations for this con-
jecture were given in [3, 14, 18]. In a series of papers, Fan-Jarvis-Ruan have constructed the
theory Witten expected and solved the conjecture for the D- and E-cases except D4, while the
An-case was solved earlier by Faber-Shadrin-Zvonkine [6].

But the story is still incomplete, and a resolution of the conjecture for the D4 and DT
4 cases

is needed. This is the main purpose of this article. When we say D4, we mean the singularity
D4 := x3 + xy2. Recall that its exponential grading operator is J =

(
exp

(
2πi
3 ), exp

(
2πi
3

))
. Its

dual or transpose singularity is DT
4 = x3y + y2, and the exponential grading operator of DT

4 is
JT =

(
exp

(
π
3

)
,−1

)
. Let DFJRW

D4,〈J〉 and DFJRW
DT

4 ,Gmax
(see notation in the next section) denote the
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respective total descendant potential functions of the theory of Fan-Jarvis-Ruan-Witten for D4

and DT
4 with symmetry groups 〈J〉 and Gmax, respectively. The main theorem of this paper is

the following.

Theorem 1.1 (1) DFJRW
D4,〈J〉 is a tau-function of the D4 Kac-Wakimoto/Drinfeld-Sokolov

hierarchy.
(2) DFJRW

DT
4 ,Gmax

is a tau-function of the D4 Kac-Wakimoto/Drinfeld-Sokolov hierarchy.

To explain the difficulty in the cases of D4 and DT
4 with symmetry groups 〈J〉 and Gmax,

respectively, let us briefly review the proof in [7] of the conjecture for other simple singularities.
The idea of the proof is to identify the theory constructed by Fan-Jarvis-Ruan for a given
singularity W with the Saito-Givental theory of a related singularity W ′. The latter has been
shown to give a tau-function of the corresponding hierarchy (see [8]). The proof consists of two
steps.

Step 1 Prove two reconstruction theorems to completely determine the Fan-Jarvis-Ruan-
Witten theory and the Saito-Givental theory from the pairing, the three-point correlators, and
certain special four-point correlators.

Step 2 Compute the three-point and special four-point correlators explicitly and match
them. The reconstruction theorems apply to D4 and its dual singularity DT

4 as well. But the
computation of the special four-point correlators is much more difficult for the cases of D4

with symmetry group 〈J〉 and DT
4 with symmetry group Gmax than it is for all the other ADE

singularities.1

In all cases except these two, the relevant insertions are what we call narrow (called Neveu-
Schwarz in [7, 10]). An early lemma of Witten asserts that the Witten equation with exclusively
narrow insertions has only the zero solution. In such a case, the problem under study can be
reduced to an algebro-geometric one and the computation can be carried out in a straightforward
manner.

But these two cases of D4 and DT
4 are entirely different, and instead of being narrow, some

of the insertions are broad (called Ramond in [7]). Therefore, the algebro-geometric reduction
does not apply. The problem under study is a PDE-problem and we do not yet have techniques
to solve it explicitly in the case of broad insertions.

In the case of DT
4 , we must compute two special correlators. One of the two correlators

has only narrow insertions and its value was already computed in [7]. The final result follows
(specifically, all the A-side correlators match those on the B-side) if and only if the other special
correlator vanishes. Although the correlator has broad insertions, its vanishing is fairly simple
to prove.

But in the case of D4, those techniques do not work. Again we need to prove that one
special four-point correlator vanishes and that the other does not vanish. The vanishing part is
again simple, but the remaining special four-point correlator has broad insertions and cannot be
computed easily. To prove that it does not vanish, we need a new idea, namely, to look for other
correlators with only narrow insertions and use those to reconstruct the correlator with broad
insertions. Indeed, there is a unique primary correlator with purely narrow insertions— the
unique highest-point (seven) correlator for the D4-theory.

1Note that for DT
4 the symmetry group 〈JT 〉 is equal to the maximal admissible symmetry group Gmax for

this theory, but for D4 the group 〈J〉 has index 2 in the maximal admissible symmetry group of D4.
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We completely describe the genus-zero primary potential in terms of the one special four-
point correlator. We further show that this correlator vanishes if and only if the unique seven-
point correlator vanishes. This part of the argument uses the full strength of the WDVV-
equation. Then, with some work, we compute the seven-point correlator using algebro-geometric
methods, and show that it is not zero, as required.

2 Background and Notation

In this section, we briefly review the theory in [7] for D4 and DT
4 to set up the notation.

Recall that for each quasi-homogeneous polynomial W ∈ C[x1, · · · , xN ] of weights q1, · · · , qN ,
the exponential grading operator J := (exp(2πiq1), · · · , exp(2πiqN )) lies in the group Aut(W )
of diagonal matrices γ such that W (γx) = W (x). Given any non-degenerate W and any
subgroup G ≤ Aut(W ) such that J ∈ G, the results of [7] provide a cohomological field theory
(HW,G, 〈 , 〉W , {ΛW

g,k},1) with flat identity.
The state space HW,G is defined as follows. For each γ ∈ G, let CN

γ be the fixed point set
of γ, let Nγ denote the dimension of CN

γ , and let Wγ = W |CN
γ

. Let Hγ be the G-invariants of
the middle-dimensional relative cohomology

Hγ = Hmid(CN
γ , (ReW )−1(M,∞),C)G

of CN
γ for M >> 0, as described in Section 3 of [7]. Wall’s theorem [16–17] states that the

cohomology group Hmid(CN
γ , (ReW )−1(M,∞),C) is isomorphic, as a graded G-module, to the

space QWγωγ , where QWγ is the Milnor ring (local algebra) of Wγ and ωγ = dxi1 ∧ · · · ∧ dxiNγ

is the canonical volume form on CN
γ . For computational purposes, it is generally much easier

to use the Milnor ring than the middle cohomology, so we will assume from now on that an
isomorphism

Hγ = Hmid(CN
γ , (ReW )−1(M,∞),C)G ∼= (QWγωγ)G (2.1)

has been chosen for each γ, once and for all.
The state space of our theory is the sum

HW,G =
⊕
γ∈G

Hγ .

The state space HW,G admits a grading and a non-degenerate pairing 〈 〉W . The pairing is
essentially the residue pairing on the underlying Milnor rings QWγ , but with the elements of
Hγ only pairing with elements of Hγ−1 ∼= Hγ . The grading is more subtle, as we now describe.

Definition 2.1 The central charge of the singularity Wγ is denoted by ĉγ :

ĉγ :=
∑

i:Θγ
i =0

(1 − 2qi).

Definition 2.2 Suppose that γ = (e2πiΘγ
1 , · · · , e2πiΘγ

N ) for rational numbers 0 ≤ Θγ
i < 1.

We define the degree shifting number

ιγ =
∑

i

(Θγ
i − qi)
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=
ĉW −Nγ

2
+

∑
i:Θγ

i �=0

(
Θγ

i − 1
2

)

=
ĉγ −Nγ

2
+

∑
i:Θγ

i �=0

(Θγ
i − qi).

For a class α ∈ Hγ , we define

degC(α) =
1
2

deg(α) + ιγ =
1
2
Nγ + ιγ .

The classes ΛW
g,k ∈ Hom(H ⊗k

W,G, H
∗(M g,k)) satisfy the usual axioms of a cohomological field

theory with flat identity, including symmetry and the composition axioms (see [7, §4.2] for
details). Here, M g,k is the stack of stable, k-pointed, genus-g curves.

When an element γ ∈ G fixes only 0 ∈ CN , we say that the sector Hγ is narrow (called
Neveu-Schwarz in [10]), and when the element γ fixes a non-trivial subspace CNγ ⊂ CN with
Nγ > 0, we say that the sector Hγ is broad (called Ramond in [10]). For each narrow sector
Hγ , the isomorphism (2.1) defines an element βγ as the image of 1 ∈ C ∼= Hγ in Hγ . The
exponential grading operator J is narrow, and the isomorphism (2.1) can be chosen so that the
element βJ is the flat identity 1. The elements βγ also play an important role in one additional
axiom that allows us to compute the classes ΛW

g,k in some special cases, namely, the concavity
axiom, which we now briefly review.

As mentioned above, in the case that all the insertions are narrow, the construction of the
classes ΛW

g,k reduces to an algebro-geometric problem on the moduli of W -curves WW,g,k. The
universal W -structure on the universal W -curve C

π→ WW,g,k corresponds to a choice of orbifold
line bundles L1, · · · ,LN on C which are roots of the log-canonical bundle Klog, with certain
additional properties described in [7]. In the special case that these bundles are concave, i.e.,

when the pushforward π∗
( N⊕

i=1

Li

)
= 0, then the class ΛW

g,k(βγ1 , · · · , βγk
) is given by

ΛW
g,k(βγ1 , · · · , βγk

) =
|G|g

deg(st)
st∗

(
ctop

(
R1π∗

N⊕
i=1

Li

)∗)
,

where st : WW,g,k → M g,k is the canonical morphism from the stack of W -curves to the stack

of stable curves, where ctop is the top Chern class, or the Euler class, and
(
R1π∗

N⊕
i=1

Li

)∗
is

the dual of the bundle R1π∗
N⊕

i=1

Li.

Another essential property of the classes ΛW
g,k is that the cohomology classes have complex

dimension equal to D+
∑

1
2Nγ , where −D is the sum of the indices of the W -structure bundles:

D := −
N∑

i=1

index(Li) = ĉW (g − 1) +
k∑

j=1

ιγj ,

and Nγ is the complex dimension of the fixed locus (CN )γ of γ.
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Definition 2.3 For the cohomological field theory (HW,G, 〈 , 〉W , {ΛW
g,k},1), we define cor-

relators in the standard manner as

〈τl1(α1), · · · , τlk(αk)〉Wg :=
∫

[Mg,k]

ΛW
g,k(α1, · · · , αk)

k∏
i=1

ψli
i .

The genus-zero, three-point correlators of any cohomological field theory define an associa-
tive multiplication � on the state space, making the state space into a Frobenius algebra. In
our case the new (degree-shifted) grading on HW,G is also compatible with the multiplication,
making HW,G, � into a graded Frobenius algebra.

The main selection rules in this theory are
(i) 〈α1, · · · , αk〉Wg = 0 unless

ĉ(g − 1) +
k∑

i=1

degC(αi) = dim(M g,k) = 3g − 3 + k, (2.2)

(ii) 〈α1, · · · , αk〉Wg = 0 unless for each of the coarse line bundles |Lj | underlying the W -
structure, the degree

deg(|Lj |) = qj(2g − 2 + k) −
k∑

�=1

Θγ�

j (2.3)

is integral.
Furthermore, the selection rule (2.3) must hold on each irreducible component of a stable

curve.

Remark 2.1 When the group G ≤ Aut(W ) is not equal to the maximal group Aut(W ) of
diagonal symmetries, then Aut(W ) acts on the A-model state space, and the correlators are all
invariant under this action. In particular, this property forces many correlators to vanish.

Definition 2.4 Let {α0, · · · , αs} be a basis of the state space HW such that α0 = 1 := βJ ,
and let t = (t0, t1, · · · ) with tl = (tα0

l , tα1
l , · · · , tαs

l ) being formal variables. Denote by ΦW (t) ∈
λ−2C[[t, λ]] the (large phase space) potential of the theory:

ΦW (t) :=
∑
g≥0

ΦW
g (t) :=

∑
g≥0

λ2g−2
∑

k

1
k!

∑
l1,··· ,lk

∑
αi1 ,··· ,αik

〈τl1(αi1 ) · · · τlk(αik
)〉Wg t

αi1
l1

· · · tαik

lk
.

Theorem 2.1 (see [7, Theorem 4.2.8]) The potential ΦW (t) satisfies analogues of the string
and dilaton equations and the topological recursion relations.

3 Frobenius Algebras

3.1 Frobenius algebra for the B-model of D4

The Frobenius algebra for D4 is the local algebra (Milnor ring)

QD4 = C[X,Y ]/(3X2 + Y 2, 2XY )
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with the residue pairing. That is, if

fg = α
HessD4

μ
+ lower order terms = α

24X2

4
+ l.o.t. = α

−8Y 2

4
+ l.o.t.,

then
〈f, g〉 = α.

We have ĉ = 2
3 and degC(X) = degC(Y ) = 1

3 .

3.2 Frobenius algebra for the A-model of (DT
4 , Gmax)

The singularity DT
4 is defined by the polynomial W = x3y+y2, and the exponential grading

operator J is

J = (ξ, ξ3), where ξ = exp
(2πi

6

)
.

The element J has order 6 and generates the maximal group Gmax of diagonal symmetries of
DT

4 .
For k = 1, 3, 5, (DT

4 )Jk = 0, so Q(DT
4 )k

J
ωJk = 〈1〉. For k = 2, 4, (DT

4 )Jk = y2, so
Q(DT

4 )k
J
ωJk = 〈1dy〉. However, 1dy is not fixed by the action of the group element J . For

k = 0, (DT
4 )Jk = DT

4 , so Q(DT
4 )k

J
ωJk = 〈1dx∧dy, xdx∧dy, x2dx∧dy, ydx∧dy〉. Only the

element x2dx∧dy is fixed by the action of J , and therefore, by all of Gmax. Thus, the set
{β1, x

2β0, β3, β5} is a basis of HDT
4 ,Gmax

, where

β0 := dx∧dy ∈ Hmid(CN
Jn ,W∞

Jn ,Q) = Hmid(CN
J0 ,W∞

J0 ,Q),

β1 = 1 ∈ Hmid(CN
J1 ,W∞

J1 ,Q) ∼= C,

β3 = 1 ∈ Hmid(CN
J3 ,W∞

J3 ,Q) ∼= C,

β5 = 1 ∈ Hmid(CN
J5 ,W∞

J5 ,Q) ∼= C.

The Frobenius algebra structure on HDT
4 ,Gmax

was determined in [7, §5.2.4], where it was
shown that the structure is given by an isomorphism to QD4 as follows: C[X,Y ]/(3X2 +
Y 2, 2XY ) → HDT

4 ,Gmax
, with

1 �→ β1, Y �→ 3αx2β0,

X �→ αβ3, X2 �→ α2β5,

where α2 = 1
6 .

As in the previous case, we have ĉ = 2
3 and degC(X) = degC(Y ) = 1

3 .

3.3 Frobenius algebra for the A-model of (D4, 〈J〉)
The singularity D4 is defined by the polynomial W = x3 +xy2, and the exponential grading

operator J is

J = (ξ2, ξ2), where ξ = exp
(2πi

6

)
.

The element J has order 3 in the group Aut(D4) = 〈λ〉 ∼= Z/6Z, where λ := (ξ−2, ξ).
For k = 1, 2, (D4)Jk = 0, so Q(D4)k

J
ωJk = 〈1〉. For k = 0, (D4)Jk = D4, so Q(D4)k

J
ωJk =

〈1dx∧dy, xdx∧dy, x2dx∧dy, ydx∧dy〉. Only the elements xdx∧dy and ydx∧dy are fixed by



Witten’s D4 Integrable Hierarchies Conjecture 181

the action of J , and therefore by all of G. Thus the set {1, xβ0, yβ0, β2} is a basis of HD4,〈J〉,
where

β0 := dx∧dy ∈ Hmid(CN
Jn ,W∞

Jn ,Q) = Hmid(CN
J0 ,W∞

J0 ,Q),

1 = β1 = 1 ∈ Hmid(CN
J1 ,W∞

J1 ,Q) ∼= C,

β2 = 1 ∈ Hmid(CN
J2 ,W∞

J2 ,Q) ∼= C.

The Frobenius algebra structure on HD4,〈J〉 was determined in [7, §5.2.4], where it was
shown that the primitive classes are xβ0 and yβ0. The D4 case is unusual because the primitive
classes are all broad.

It is shown in [7, §5.2.4] (and is straightforward to check directly) that the pairing is given
by

〈xβ0, xβ0〉 =
1
6
, 〈xβ0, yβ0〉 = 0, 〈yβ0, yβ0〉 =

−1
2
.

We note that the “obvious” isomorphism of Frobenius algebras HD4,〈J〉 → QD4 := C[X,Y ]/
(3X2 + Y 2, 2XY ) given in [7, §5.2.4] does not turn out to be the right one for our purposes in
this paper. Instead, we will use the following isomorphism of Frobenius algebras:

β1 �→ 1, xβ0 �→ Y√−3
,

β2 �→ 6X2, yβ0 �→ √−3X.

Via this isomorphism we also have

〈X,X〉 =
1
6
, 〈X,Y 〉 = 0, 〈Y, Y 〉 =

−1
2
.

As in the previous two cases, we have ĉ = 2
3 and degC(X) = degC(Y ) = 1

3 .

Definition 3.1 Hereafter, we will take {1, X, Y,X2} as the standard basis for all the
three cases: the A-models HDT

4 ,Gmax
and HD4,〈J〉, and the B-model QD4 . The dual basis is

{6X2, 6X,−2Y, 61}.

4 Shared Properties of the Correlators and Potentials

In this section, we will discuss some properties that all three of our theories share, including
various relations among the primary correlators and the potentials.

Recall the selection rules (2.2) and (2.3). In all three of our cases, (2.2) can be restated as

〈κ1, · · · ,κk〉 = 0 unless
∑

degC(κi) =
3k − 7

3
. (4.1)

Moreover, we have

〈κ1, · · · ,κk−1,1〉 = 0 unless k = 3 (4.2)

and

〈κ1,κ2,1〉 = 〈κ1,κ2〉. (4.3)

From these selection rules, we can see immediately that in all three theories, all the three-
point correlators vanish except 〈X,X,1〉 = 〈X2,1,1〉 = 1

6 , and 〈Y, Y,1〉 = − 1
2 .
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Theorem 4.1 In all three cases (Saito for D4, FJRW for (DT
4 , Gmax), and FJRW for

(D4, 〈J〉)) the four-point correlators 〈Y, Y, Y,X2〉 and 〈Y,X,X,X2〉 vanish.

Proof For the Saito Frobenius manifold, it was computed in [7, Proposition 6.4.4].
For the FJRW theory of (DT

4 , Gmax), the selection rule (2.3) can be applied; namely, we will
show that for the two correlators in question, the degree of the line bundle |Lx| is not integral,
and hence the correlator must vanish. To do this, we only need the fact that Θ(JT )a

x = a
6 , which

is straightforward to check. We have for 〈Y,X,X,X2〉,

deg(|Lx|) = qx(2g − 2 + k) −
k∑

�=1

Θγ�
x

=
1
6
(−2 + 4) −

(3
6

+
3
6

+
0
6

+
5
6

)
= −3

2
∈Z.

This shows that the correlator 〈Y,X,X,X2〉 must vanish. A similar computation shows that
the correlator 〈Y, Y, Y,X2〉 must also vanish.

Finally, for the FJRW theory of (D4, 〈J〉), we note that the maximal group of symmetries
contains an element λ = (ξ−2, ξ) which is not contained in 〈J〉. A simple computation gives
the action of λ on the basis:

λ1 = 1, λX = X, λX2 = X2, but λY = −Y.

As observed in Remark 2.1, all correlators must be λ-invariant. This forces all correlators with
an odd number of Y -insertions to vanish, as desired.

Proposition 4.1 For all three of our cases, the only genus-zero primary correlators that
are not a priori forced to vanish by the selection rules (4.1) and (4.2) are

〈1,1, X2〉, 〈1, Y, Y 〉, 〈1, X,X〉,
〈Y, Y,X,X2〉, 〈X,X,X,X2〉,
〈Y, Y,X2, X2, X2〉, 〈Y,X,X2, X2, X2〉, 〈X,X,X2, X2, X2〉,
〈Y,X2, X2, X2, X2, X2〉, 〈X,X2, X2, X2, X2, X2〉,
〈X2, X2, X2, X2, X2, X2, X2〉.

Proof For example, the only nonzero genus-zero three-point correlators must satisfy the

equation (4.1):
3∑

i=1

degC(αi) = 2
3 . Our choices are 〈1,1, X2〉, 〈1, X,X〉, 〈1, X, Y 〉, and 〈1, Y, Y 〉.

Apply (4.3).
The other k-point correlators can be found by using the selection rules (4.1) and (4.2) with

the results of Theorem 4.1.

A key tool that we will need in this paper is the following generalization of the reconstruction
lemma in [7].

Lemma 4.1 For both the A- and B-models, given any genus-zero, k-point correlator of the
form 〈γ1, · · · , γk−3, α, β, ε � φ〉, choose a basis {δi} of HW,G such that δ0 = ε � φ, and let δ′i be
the dual basis with respect to the pairing (i.e., 〈δi, δ′j〉 = δij).
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Let K = {γ1, · · · , γk−3}. The correlator 〈γk ∈ K,α, β, ε � φ〉 can be rewritten as

〈γk ∈ K,α, β, ε � φ〉 =
∑

K=I�J

∑
�

cI,J〈γi ∈ I, α, ε, δ�〉〈δ′�, φ, β, γj ∈ J〉

−
∑

K=I�J
J �=∅

∑
�

cI,J〈γi ∈ I, α, β, δ�〉〈δ′�, φ, ε, γj ∈ J〉,

where

cI,J =
∏
nK(ξk)!∏

nI(ξi)!
∏
nJ(ξj)!

are integer coefficients. Here, nX(ξx) refers to the number of elements equal to ξx in the tuple
X. The product

∏
nX(ξx)! is taken over all distinct elements ξx in X.

Proof Let B be a basis for HW,G which contains the element ε � φ, and let δ0 be the
corresponding element in the dual basis. Summing over B in the definition of the product gives
ε � φ = 〈ε, φ, δ0〉ε � φ, so

〈γk ∈ K,α, β, ε � φ〉 = 〈ε, φ, δ0〉〈γk ∈ K,α, β, ε � φ〉.
The WDVV equations show that∑

I�J=K

∑
l

cI,J〈γk ∈ K,α, β, δl〉〈γk ∈ K, ε, φ, δ′l〉

=
∑

I�J=K

∑
l

cI,J〈γk ∈ K,α, ε, δl〉〈γk ∈ K,β, φ, δ′l〉.

So,

〈γk ∈ K,α, β, ε � φ〉 = 〈ε, φ, δ0〉〈γk ∈ K,α, β, ε � φ〉
=

∑
I�J=K

l

cI,J〈γk ∈ K,α, ε, δl〉〈γk ∈ K,β, φ, δ′l〉

−
∑

I�J=K
J �=∅

l

cI,J〈γk ∈ K,α, β, δl〉〈γk ∈ K, ε, φ, δ′l〉.

Using the reconstruction lemma and a genus reduction argument, one can show the following
theorem.

Theorem 4.2 (see [7, Theorem 6.2.10]) In both the A- and B-models, the total descendant
potential function D for our three cases (Saito for D4, FJRW for DT

4 , Gmax, and FJRW for
D4, 〈J〉) is completely determined by the pairing, the three-point correlators (i.e., the Frobenius
algebra structure) and the four-point correlators.

Theorem 4.3 Denote the four-point correlator by

a := 〈X,X,X,X2〉.
For all three cases (Saito for D4, FJRW for DT

4 , Gmax, and FJRW for D4, 〈J〉), the primary
genus-zero potential has the following form :

Φ(t) =
1
12
t2Xt1 − 1

4
t2Y t1 +

1
12
tX2t21 +

a

6
t3XtX2 +

3a
2
tX t

2
Y tX2 + a2t2Xt

3
X2 − 3a2t2Y t

3
X2 +

36a4

35
t7X2 .
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Proof This follows by running the reconstruction lemma “in reverse”. First we apply the
Reconstruction Lemma 4.1 to the four-point correlator

〈X,Y, Y,X2〉 =
∑

δ

c∅,{X}〈X,Y, δ〉〈δ′, X, Y,X〉 +
∑

δ

c{X},∅〈X,Y,X, δ〉〈δ′, Y,X〉

−
∑

δ

c{X},∅〈X,X,X, δ〉〈δ′, Y, Y 〉,

where the sums run over a basis δ of the state space, and δ′ is the element dual to δ. Notice
that c∅,{X} = c{X},∅ = 1. This yields

〈X,Y, Y,X2〉 = −〈X,X,X,X2〉〈6, Y, Y 〉 = 3a.

Now we apply the Reconstruction Lemma 4.1 to the 5-point correlators:

〈X,X,X2, X2, X2〉 =
∑

l

2!
1!1!

〈X,X2, X, δl〉〈δ′l, X,X2, X〉

= 2〈X2, X,X,X〉〈6X,X,X,X2〉 + 2〈X2, X,X, Y 〉〈−2Y,X,X,X2〉
= 12a2.

A similar computation for 〈Y, Y,X2, X2, X2〉 gives us

〈X2, X2, X2, Y, Y 〉 = −4〈Y, Y,X,X2〉2 = −36a2

and

〈X2, X2, X2, X, Y 〉 = 0.

Applying the reconstruction lemma to the six-point correlator

〈X2, X2, X2, X2, X,X2〉 = −1
3
〈X2, X2, X2, X2, X, Y 2〉

yields

−3〈X2, X2, X2, X2, X,X2〉 =
∑

l

3!
2!1!

〈X2, X2, X2, Y, δl〉〈δ′l, X, Y,X2〉

−
∑

l

3!
1!2!

〈X2, X2, X2, X, Y, δl〉〈δ′l, Y, Y,X2〉

= 3〈X2, X2, X2, Y, Y 〉〈−2Y,X, Y,X2〉
− 3〈X2, X2, X2, X, Y,X〉〈6X,Y, Y,X2〉

= (−6)(−36a2)(3a) − 18(12a2)(3a) = 0,

and a similar calculation shows that 〈X2, X2, X2, X2, Y,X2〉 = 0. Thus both the 6-point
correlators are zero.

Now applying reconstruction to the seven-point correlator 〈X2, X2, X2, X2, X2, X2, X2〉
gives us

〈X2, X2, X2, X2, X2, X2, X2〉 =
∑

l

4!
2!2!

〈X2, X2, X2, X, δl〉〈δ′l, X2, X,X2, X2〉
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=
∑

l

6〈X2, X2, X2, X,X〉〈6X,X2, X,X2, X2〉

= 6(12a2)(6)(12a2) = (72)2a4.

Inserting these correlators into the potential

Φ(t) =
∑
k≥3

∑
κ1,··· ,κk

〈κ1, · · · ,κk〉

k∏
i=1

tκi

k!

gives the desired result.

Corollary 4.1 The potential ΦS
D4

for the Saito Frobenius manifold of D4 = x3 + xy2 with
primitive form dx∧dy is

ΦS
D4

(t) =
1
12
t2Xt1 − 1

4
t2Y t1 +

1
12
tX2t21 − 1

216
t3XtX2 − 1

24
tXt

2
Y tX2

+
1

2592
t2Xt

3
X2 − 1

864
t2Y t

3
X2 +

1
3919140

t7X2 .

Proof In [7, Proposition 6.4.4], we computed that for the primitive form 6dx∧dy, we have
〈1, Y, Y 〉 = −3, 〈1, X,X〉 = 〈1,1, X2〉 = 1, 〈X,X,X,X2〉 = − 1

6 , and 〈Y, Y,X,X2〉 = − 1
2 .

Rescaling the primitive form by a non-zero β rescales the entire potential (and hence also the
metric) by β. The choice of the primitive form dx∧dy, corresponding to β = 1

6 , gives us the
same metric and three-point correlators we computed earlier in this paper. Substituting the
value of a = −β

6 gives the result.

We also have the fundamental result of Frenkel-Givental-Milanov.

Theorem 4.4 (see [8–9]) For any ADE-singularity W , the Saito-Givental (B-side) total de-
scendant potential DSG

W is a tau-function of the corresponding Drinfeld-Sokolov/Kac-Wakimoto
ADE-hierarchy.

Theorems 4.2 and 4.4 will allow us to prove the following lemma.

Lemma 4.2 For both the FJRW theory of DT
4 with symmetry group Gmax and the FJRW

theory of D4 with symmetry group 〈J〉, if the correlator 〈X,X,X,X2〉 is non-zero, then the
corresponding total descendant potential function DFJRW

D4,J or DFJRW
DT

4 ,JT is a tau-function of the
D4 Kac-Wakimoto/Drinfeld-Sokolov hierarchy.

Proof For each κ in the standard basis, the change of variables tκ �→ σdeg(κ)tκ rescales the
degree-three part of the Saito genus-zero potential (that is, the metric and all three-point cor-
relators) by σĉW, and it rescales the degree-four part of the potential (the four-point correlators)
by σĉW +1, but it leaves the flat identity element 1 unchanged.

Rescaling the primitive form by a non-zero scalar β also leaves the identity element 1
unchanged, but it rescales the entire potential by the same element β. If we choose β = σ−ĉW ,
then the composition of the change of variables followed by rescaling the primitive form leaves
the degree-three part of the potential (i.e., the entire Frobenius algebra structure) completely
unchanged, and it rescales the degree-four part of the potential by σ.
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If the correlator 〈X,X,X,X2〉 is non-zero, we can change variables and rescale the primitive
form to make the Saito (B-model) correlator 〈X,X,X,X2〉 precisely match the FJRW (A-
model) correlator. Since all the four- and higher-point correlators are completely determined by
〈X,X,X,X2〉, this means that the genus-zero potentials ΦFJRW and ΦSaito will match exactly.

By Theorem 4.2, this shows that the total descendant potential function DFJRW
D4,〈J〉 or DFJRW

DT
4 ,Gmax

will precisely match the Givental-Saito total descendant potential function DGS
D4

. The desired
result now follows from Theorem 4.4.

5 Proof of the Main Theorem

In this section we will finish the proof of Theorem 1.1. The hardest part of this proof boils
down to proving that the seven-point correlator 〈X2, X2, X2, X2, X2, X2, X2〉 is non-zero in
the FJRW theory for D4 with symmetry group 〈J〉. We do this by a long computation in
Lemma 5.1.

Proof of Theorem 1.1 By Lemma 4.2, all that is required is to show that the correlator
〈X,X,X,X2〉 does not vanish for the FJRW DT

4 and D4 theories.
In [7, §6.3.7] the correlator 〈X,X,X,X2〉 for the FJRW theory of DT

4 with symmetry group
Gmax is computed to be α

63 , where α2 = 1
6 . This proves the theorem for the case of DT

4 .
As noted in the introduction, computing the correlator a = 〈X,X,X,X2〉 in the D4 case

directly is very difficult because three of the insertions are broad. Computing the correlator in
such a case is a difficult PDE problem, and we do not yet have techniques to solve it explicitly.
However, by Theorem 4.3 we know that the seven-point correlator 〈X2, X2, X2, X2, X2, X2, X2〉
satisfies

〈X2, X2, X2, X2, X2, X2, X2〉 = (72)2a4,

so showing that a is non-zero is equivalent to showing that 〈X2, X2, X2, X2, X2, X2, X2〉 is
non-zero. This is proved in Lemma 5.1 below.

Lemma 5.1 In the FJRW (A-model) theory of D4 with symmetry group 〈J〉, the genus-zero
seven-point correlator 〈X2, X2, X2, X2, X2, X2, X2〉 is non-zero.

Proof This correlator has only narrow insertions and has deg(|Lx|) = deg(|Ly|) = −3; to
verify that it is a concave correlator we must check that π∗(Lx ⊕Ly) = 0. To do this we verify
that the degree of Lx and Ly is negative on each irreducible component of each curve C in
W0,7(X2, X2, X2, X2, X2, X2, X2). We examine all possible degenerations of a genus-zero seven-
point graph Γ ∈ Γ0,7,D4(J2, J2, J2, J2, J2, J2, J2). The single-edge degenerations are shown in
Figure 1. Checking all of these line bundle degrees is a straightforward but tedious computation
done by using the code described below in Remark 5.1. The correlator is concave and can be
computed directly by using the concavity axiom (see [7, Axiom 5.a]). Because Lx and Ly are
concave, the pushforwards satisfy −R•π∗(Lx) = R1π∗(Lx) and −R•π∗(Ly) = R1π∗(Ly) and
they are vector bundles. By Riemann-Roch the (complex) rank of each of these push-forward
bundles is 2. By the concavity axiom, we have

ΛD4
0,7(X

2, X2, X2, X2, X2, X2, X2) =
1

deg(st)
c4(R1π∗(Lx) ⊕R1π∗(Ly))

=
1

deg(st)
c2(R1π∗(Lx))c2(R1π∗(Ly)). (5.1)
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Figure 1 The three forms that a one-edge degeneration can take for a seven-point graph

Γ ∈ Γ0,7,D4(J2, J2, J2, J2, J2, J2, J2). The first corresponds to both |I | = 2 and |I | = 5,

the second corresponds to |I | = 4 and the third to |I | = 3.

In order to compute these Chern classes, we will use Chiodo’s formula (see [2, Theorem
1.1.1]) for the Chern character of the pushforward of an rth root of Klog. To do this, we
note first that the stack Wg,k,〈J〉(D4) can be identified with the open and closed substack of
Wg,k,Gmax(D4) corresponding to (D4+x2y)-curves (see [7, §2.3]). That means that L ⊗3

x
∼= Klog,

and Lx
∼= Klog ⊗ L ⊗−2

y and Ly
∼= Klog ⊗ L ⊗−2

x . This implies that

Lx
∼= Ly and L 3

x = Klog.

This shows that the stack Wg,k,〈J〉(D4) is canonically isomorphic to the stack M
1
3
g,k of the third

roots of Klog.
This stack is endowed with a tautological ring, similar to that of M g,k. We briefly mention
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a few special cohomology classes now. We use the ψ, κ, and Δ classes as defined in [7, §2.4].
Note that the ψ classes on Wg,k are the pullbacks of the corresponding ψ classes on M g,k, and
the κ classes on Wg,k are the pullbacks of the κ classes on M g,k.

Chiodo’s formula states that for the universal rth root L of the sheaf Ks
log on the universal

family of pointed orbicurves π : C → M
s
r

g,k(γ1, · · · , γk) and with local group 〈γj〉 at a marked
point pj acting as exp(2πiΘγj ) on L , we have

Ch(R•π∗(L )) =
∑
d≥0

[Bd+1( s
r )

(d+ 1)!
κd −

k∑
i=1

Bd+1(Θγi)
(d+ 1)!

ψd
i

+
1
2

∑
Γcut

rBd+1(Θγ−)
(d+ 1)!

ρ̃Γcut∗
( ∑

i+j=d−1
i,j≥0

(−ψ+)iψj
−

)]
,

where the second sum is taken over all decorated stable graphs Γcut with one pair of tails
labeled + and −, respectively, so that once the + and − edges have been glued, we get a
single-edged, n-pointed, connected, decorated graph of genus g and with additional decoration
(γ+ and γ−) on the internal edge. Each such graph Γcut has the two cut edges, decorated with
group elements γ+ and γ−, respectively, and the map ρ̃Γcut is the corresponding gluing map
M

r
s

Γcut
→ M

r
s

g,k(γ1, · · · , γk).
Notice that our version of the formula looks slightly different from that in [2, Theorem 1.1.1]

because we have used orbifold line bundles which are roots of Klog on a stable orbicurve C ,
while Chiodo used invertible sheaves which are roots of the sheaf ωlog on a stable curve (with
no orbifold structure). It is shown in [7, §2.1] that if the local group acts by exp(2πiΘγj) on
L with Θγj = aj

r , then the corresponding invertible sheaf of sections on the underlying stable

curve (without an orbifold structure) is an rth root of the sheaf ωlog

(− k∑
j=1

ajpj

)
—matching the

part of Chiodo’s formula corresponding to the classes ψj . But at the nodes, Chiodo’s original
formula is written in terms of group actions on an invertible sheaf— that is, in terms of the
orbifold structure on the node. In this case, if the local group 〈γ+〉 acts on a line bundle as
exp(2πiΘγ+), then it acts on the sheaf of sections as exp(−2πiΘγ+) = exp(2πiΘγ−). This is
why the formula here has Θγ− in the last sum.

Note that we have Lx
∼= Ly, and we can use Chiodo’s formula for both Lx and Ly. We

have r = 3, s = 1, and Θγi = 2
3 for every i ∈ {1, · · · , 7}. Expressing c2 in terms of the Chern

character, we have

c2(R1π∗(L )) = c2(−R•π∗(L ))

= c21(R
•π∗L ) − c2(R•π∗L )

= Ch2
1(R

•π∗L ) − 1
2

Ch2
1(R

•π∗L ) + Ch2(R•π∗L )

=
1
2

Ch2
1(R

•π∗L ) + Ch2(R•π∗L )

=
1
8

(
B2

(1
3

)
κ1 −

7∑
i=1

B2

(2
3

)
ψi +

1
2

∑
Γcut

rB2(Θγ−)ρ̃Γcut∗(1)
)2

+
1
6

(
B3

(1
3

)
κ2 −

7∑
i=1

B3

(2
3

)
ψ2

i +
1
2

∑
Γcut

rB3(Θγ−)ρ̃Γcut∗(ψ− − ψ+)
)
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=
1
8

(
− 1

18
κ1 +

7∑
i=1

1
18
ψi +

1
2

∑
Γcut

3B2(Θγ−)Δ̃Γ

)2

+
1
6

( 1
27
κ2 +

7∑
i=1

1
27
ψ2

i +
1
2

∑
Γcut

3B3(Θγ−)ρ̃Γcut∗(ψ− − ψ+)
)
,

where Δ̃Γ is the boundary divisor in M
1
3
0,7 corresponding to ρ̃Γcut(1).

We now push forward from M
1
3
0,7 to the stack of stable curves M 0,7. Recall that the κd

and the ψd are pullbacks of their counterparts on M 0,7, and since the morphism st : M
1
3
0,7 →

M 0,7 has three-fold ramification along the locus corresponding to Γ, we have 3ρ̃Γcut∗(ψ
j
±) =

st∗(ρ|Γcut|∗(ψ
j
±)) and 3Δ̃Γ := 3ρ̃Γcut∗(1) = ρ|Γcut|∗(1) =: ΔΓ, where |Γcut| is the undecorated

graph underlying Γcut, and ρ|Γcut| : M |Γcut| → M 0,7 is the associated gluing map.
Applying (5.1), we have

ΛD4
0,7(X

2, X2, X2, X2, X2, X2, X2)

=
[1
8

(
− 1

18
κ1 +

7∑
i=1

1
18
ψi +

1
2

∑
Γcut

B2(Θγ−)ΔΓ

)2

+
1
6

( 1
27
κ2 +

7∑
i=1

1
27
ψ2

i +
1
2

∑
Γcut

B3(Θγ−)ρΓcut∗(ψ− − ψ+)
)]2

.

We can use either Carel Faber’s MAPLE code (see [5]) or Drew Johnson’s SAGE code (see
[11]) to complete the calculation. For simplicity and to match standard usage, we index the
graphs Γcut by the subsets I ⊂ [7] := {1, · · · , 7} such that 1 ∈ I and 2 ≤ |I| ≤ 5. That is, ΔI

is the same as ΔΓcut where the graph Γcut has its tails on one vertex labeled by the elements
of I and the symbol “+”, whereas the tails on the second vertex are labeled by the elements
of Ic = [7] \ I and the symbol “−”. This indexing includes exactly half of all the graphs— the
other half come from swapping the positions of the + and − labels. If we denote by Γ′

cut the
graph obtained from Γcut by swapping the + and − labels, then it is easy to see that the
following hold:

ΔΓcut = ΔΓ′
cut
,

ρΓcut∗(ψ+) = ρΓ′
cut∗ψ−,

ρΓcut∗(ψ−) = ρΓ′
cut∗ψ+.

Moreover, since for any decorated graph we have γ−1
+ = γ−, we have either Θγ− = 1 − Θγ+

if Θγ+ = 0, or Θγ− = Θγ+ = 0 otherwise. And the Bernoulli numbers Bn(t) satisfy the
well-known relation

Bn(1 − t) = (−1)nBn(t).

Therefore, we have

ΛD4
0,7(X

2, X2, X2, X2, X2, X2, X2)

=
[1
8

(
− 1

18
κ1 +

7∑
i=1

1
18
ψi +

∑
1∈I⊂[7]

B2(Θγ−)ΔI

)2
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+
1
6

( 1
27
κ2 +

7∑
i=1

1
27
ψ2

i +
∑

1∈I⊂[7]

B3(Θγ−)ρI∗(ψ− − ψ+)
)]2

. (5.2)

We now need to compute the values of γ− that occur for the various choices of I. The graph
Γcut must be one of the three forms depicted in Figure 1. There are

(
7
2

)
= 21 choices of ways to

label the external edges of the first graph and
(
7
3

)
= 35 choices for the second and the third. In

the first case, we have B2(0) = 1
6 and B3(0) = 0. For the second case, we have B2

(
2
3

)
= − 1

18

and B3

(
2
3

)
= − 1

27 , while in the last case we have B2

(
1
3

)
= − 1

18 and B3

(
1
3

)
= 1

27 .
Faber and Johnson’s codes compute intersections of divisors on the stack of stable curves,

so we must express every one of the classes in (5.2) in terms of divisor classes. The only classes
that are not already products of divisors are κ2 and ρI∗ψ±. To rewrite the first, we use the fact
that on M 0,5 we have

κ(0,5),2 = κ(0,5),1Δ1,2,3.

This follows, for example, from [12, Corollary 2.2]. Moreover, κ2, ψi and ΔI pull back (see [1,
Lemma 1.2]) along the forgetting tails map τ : M 0,n+1 → M 0,n as

τ∗(κ(0,n),a) = κ(0,n+1),a − ψa
n+1,

τ∗(ψi) = ψi − Δi,n+1,

τ∗(ΔI) = ΔI + ΔI∪{n+1}.

Using the pullback twice, we get

κ(0,7),2 = τ∗(κ(0,6),2) + ψ2
7

= τ∗(τ∗(κ(0,5),2) + ψ2
6) + ψ2

7

= τ∗(τ∗(κ(0,5),1Δ1,2,3) + ψ2
6) + ψ2

7

= τ∗((κ(0,6),1 − ψ6)(Δ1,2,3 + Δ1,2,3,6) + ψ2
6) + ψ2

7

= (κ(0,7),1 − ψ7 − (ψ6 − Δ6,7))(Δ1,2,3 + Δ1,2,3,7 + Δ1,2,3,6 + Δ1,2,3,6,7)

+ (ψ6 − Δ6,7)2 + ψ2
7 .

For easiness of computation, we further rewrite the boundary divisors in this equation so
that they all have 1 in their index set. This can easily be done by means of the obvious equality

ΔI = ΔIc .

It is messier to rewrite the classes ρI∗(ψ±) in terms of divisors. To do this, we use the
following well-known relation: For any distinct a, b, i ∈ {1, · · · , k}, we have

ψi =
∑
i∈I

a,b�∈I

ΔI .

And a straightforward computation now yields the following lemma.

Sub-Lemma 5.1 For any subset K with 1 ∈ K and for any distinct r, s ∈ K \ {1} and any
distinct t, u ∈K, we have

ρK∗(ψ+) = 0, if |K| ≤ 2,
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ρK∗(ψ+) =
∑

{1,r,s}⊆I⊂K

ΔKΔI +
∑

1∈I⊆K\{r,s}
ΔKΔI∪Kc ,

ρK∗(ψ−) = 0, if |K| ≥ 5,

ρK∗(ψ−) =
∑

∅�=I⊂Kc

t,u�∈I

ΔKΔI∪K .

To complete the computation, we make all these substitutions into (5.2) and then use either
Drew Johnson’s SAGE code (see [11]) or Carel Faber’s MAPLE code (see [5]) to integrate
the resulting (enormous) sum of degree-four monomials of divisors. Both the SAGE and the
MAPLE computations yield

〈X2, X2, X2, X2, X2, X2, X2〉D4
0 =

2
27
,

which is not zero, as desired.

Remark 5.1 The code which we used to make our computations is available at http://math.
byu.edu/˜jarvis/D4Code.html. We made the computations both in SAGE in [15] and in
MAPLE. The SAGE computations depend on code in [11] written by Drew Johnson for com-
puting intersection numbers of classes on Mg,n, while the MAPLE version depends on code in
[5] written by Carel Faber for computing intersection numbers of classes on Mg,n.
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